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ABSTRACT 

Image restoration and enhancement have become crucial in various fields, including healthcare, 

remote sensing, surveillance, and digital photography. Traditional approaches, such as filtering and 

wavelet transforms, have been widely used but often struggle with adaptability and generalization. 

With the advent of deep learning, particularly Convolutional Neural Networks (CNNs), image 

processing has witnessed a paradigm shift. CNN-based models excel at learning complex patterns 

and structures, enabling advanced tasks such as denoising, super-resolution, deblurring, and contrast 

enhancement. This review explores state-of-the-art CNN architectures and techniques employed in 

image restoration, analyzing their advantages, limitations, and real-world applications. Additionally, 

we discuss the challenges of CNN-based methods, including computational complexity and data 

requirements. 
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1. Introduction 

The demand for superior digital photographs has significantly increased due to technological 

advancements, impacting fields such as healthcare, remote sensing, surveillance, and entertainment. 

Nonetheless, photographs frequently experience degradation due to several reasons, such as noise, 

blur, compression artefacts, and low resolution. Conventional picture restoration and enhancement 

approaches, including filtering, wavelet transforms, and interpolation techniques, have been 

extensively employed to address these issues. Nonetheless, these traditional methods frequently 

depend on manually designed features and specialised knowledge, hence constraining their 

adaptability and generalisation to other forms of picture deterioration. The advent of deep learning, 

particularly Convolutional Neural Networks (CNNs), has transformed image processing 
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significantly. Convolutional Neural Networks (CNNs) have exhibited exceptional efficacy in 

acquiring intricate patterns and structures directly from data, rendering them highly appropriate for 

picture restoration and enhancement endeavours. In contrast to conventional techniques, CNNs can 

autonomously extract hierarchical features, adjust to diverse degradation patterns, and provide high-

quality images with minimal human involvement. Recent studies have presented many CNN designs 

that excel in tasks including denoising, super-resolution, deblurring, and contrast enhancement, 

surpassing traditional methods in accuracy and visual quality. Notwithstanding these developments, 

CNN-based picture restoration continues to encounter hurdles with computational complexity, the 

necessity for extensive datasets, and the generalisation to previously undiscovered defects. This 

review intends to deliver a comprehensive overview of CNN-based image restoration and 

enhancement techniques, examining various architectures, methodologies, and applications, while 

addressing their advantages, limits, and prospective research areas. 

1.1 CNN Architectures for Image Restoration and Enhancement Various CNN architectures have 

been proposed to address image restoration and enhancement challenges. Some of the prominent 

models include: 

• Denoising CNN (DnCNN): A deep CNN model trained to remove noise from images by 

learning a residual mapping. 

• Super-Resolution CNN (SRCNN): One of the earliest CNN-based models designed to 

enhance the resolution of low-quality images. 

• Deep Deblurring Networks: Methods such as DeblurGAN employ adversarial training and 

multi-scale feature extraction to remove motion blur from images. 

• Enhancement Networks (RetinexNet): A CNN-based approach inspired by the Retinex 

theory for low-light image enhancement. 

1.2 Key Techniques in CNN-Based Image Restoration and Enhancement CNN models for image 

restoration and enhancement incorporate various advanced techniques, including: 

• Residual Learning: Helps in learning high-frequency details and reduces computational 

complexity. 

• Generative Adversarial Networks (GANs): Used in image super-resolution and deblurring 

to generate high-quality images with realistic textures. 

• Attention Mechanisms: Improve focus on significant features, enhancing model 

performance. 

• Multi-Scale Learning: Allows models to capture details at different levels, improving 

robustness to varying degradation factors. 

1.3 Applications of CNN-Based Image Restoration and Enhancement CNN-based methods are 

widely used in different fields, including: 

• Medical Imaging: Enhancing MRI and CT images for improved diagnosis. 

• Remote Sensing: Restoring satellite images for better land cover analysis. 

• Photography and Video Processing: Reducing noise and improving image clarity for 

professional editing. 

 

2. Restoration Techniques 

2.1 Median filter 

The median filter is a statistical approach, as its name suggests. This method involves determining the 

median of a pixel and substituting the pixel with the median of the grey levels in its surrounding 

neighbourhood.The median filter is employed to eliminate salt and pepper noise. It possesses 

functionality with much reduced blurring compared to linear smoothing filters of same dimensions. 
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In summary, median filtering is a frequently utilised and significant approach recognised for its 

exceptional capability in reducing noise in photographs. 

 
Figure: 1 Image Before and After Applied Median Filter 

2.2 Adaptive filter  

An adaptive filter is a form of linear filter whose transfer function is governed by a changeable 

parameter. Adaptive filters utilise colour and greyscale spaces to eliminate impulsive noise in images. 

All processing is conducted based on colour and greyscale space. Adaptive filters are employed to 

eliminate the impact of speckle noise. This method offers superior noise suppression, enhances the 

preservation of edges, fine lines, and image features, resulting in improved image quality relative to 

alternative filters. 

2.3 Linear filter  

In a linear filter, each pixel is substituted by a linear combination of its neighbouring pixels. Linear 

filter-based image processing techniques encompass sharpening, smoothing, and edge enhancement. 

The output of a linear filter varies linearly with the input. Linear filters facilitate the efficient removal 

of noise from images. This filter can be used to salt and pepper noise as well as Gaussian noise. 

2.4 IBD (Iterative Blind Deconvolution)  

Iterative Blind Deconvolution (IBD) was proposed by Ayers and Dainty in 1988. It is a method 

employed in blind deconvolution. This strategy, grounded in Fourier Transformation, results in 

reduced computational demands. Iterative Blind Deconvolution exhibits robust noise resistance. This 

method entails a challenging picture restoration process, wherein image recovery is executed with 

minimal or no prior information about the degrading Point Spread Function (PSF). The Iterative Blind 

Deconvolution algorithm exhibits superior resolution and enhanced quality. The primary 

disadvantage is that the convergence of the iterative procedure is not assured. The original image can 

influence the final outcome. 

2.5 NAS-RIF (Nonnegative and Support Constraints Recursive Inverse Filtering) 

The objective of blind deconvolution is to reconstruct a dependable estimated image from a fuzzy 

image. D. Kundur proposed the NAS-RIF algorithm (Nonnegative and Support Constraints Recursive 

Inverse Filtering) to accomplish this objective. Utilise the NAS-RIF algorithm to estimate the target 

picture based on the provided image. The estimation is conducted by minimising an error function 

that incorporates the picture domain and the nonnegative information of the image's pixels. A viable 

method exists that globally optimises the error function. The estimation theoretically corresponds to 

the actual image. The advantage of this technique is that it does not require knowledge of the 

parameters of the Point Spread Function (PSF) or prior information about the original image; it only 

necessitates the determination of the support domain of the target area and ensures that the image 

estimation is nonnegative. Another advantage is that this approach incorporates a mechanism that 
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ensures the function can converge to the global minimum. The drawback of NAS-RIF is its 

susceptibility to noise, rendering it suitable only for photographs with symmetrical backgrounds. 

2.6 Super-resolution restoration algorithm  

Derived from gradient adaptive interpolation The fundamental concept of gradient-based adaptive 

interpolation is that the interpolated pixel value is influenced by the local gradient of a pixel, 

particularly in the edge regions of the image. The greater the influence on the interpolated pixel, the 

lesser the local gradient of a pixel. The procedure comprises three components: registration, fusion, 

and deblurring. Initially, we employ the frequency domain registration algorithm to assess the 

movements of the low-resolution images. The motion states that low-resolution images are aligned to 

a uniform high-resolution grid, after which gradient-based adaptive interpolation is employed to 

create a high-resolution image. Ultimately, the Wiener filter is employed to mitigate the impacts of 

blurring and noise introduced by the system. The primary benefit of this technique is its little 

computational cost. 

 

3. Literature Review 

Peipei Zhang et. all (2022)Image enhancement technology has been slowly making its way into 

everyday applications thanks to advancements in smart machines and image processing. Research 

into image identification has been boosted by deep learning. With the goal function as a constraint, 

deep learning steadily raises the complexity of the neural network parameters it generates in order to 

improve the quality of the input image. Low light picture enhancement is around boosting contrast to 

make the image's content more legible. Make the feature information bigger so the computer can 

identify its data better. This method obtains high contrast and noise free color images by using a 

hybrid attention mechanism that combines spatial attention and channel attention to extract features. 

[1] 

Pengfei Zhang et. all (2024)Urban planning and resource exploration are only two of the numerous 

areas that have made extensive use of high-definition remote sensing photographs. The quality of 

images generated by remote sensing platforms frequently declines as a result of imaging link impacts. 

Consequently, approaches for processing high-performance restoration images captured by remote 

sensing are crucial for enhancing the efficiency of their applications. There is a lack of representation 

and constraints on various prior information of remote sensing platforms, which makes existing deep 

learning methods prone to false information and makes them unsuitable for interpretation 

applications. These methods have also not been matched and adjusted based on the imaging 

characteristics and degradation mechanism of remote sensing systems. In order to address these 

issues, this study investigates a multi-stage network for restoring remote sensing images. To begin, 

authors present a "denoisingdeblurring detail enhancement" network architecture with multiple 

stages, each of which is tailored to handle the unique multi-scale properties of remote sensing images. 

A differentiated intermediate supervision module and an adaptive structural adjustment module are 

designed to prevent the multi-stage network from degrading. Last but not least, authorssuggest a loss 

function deriving from the modulation transfer function's prior term, taking into account the imaging 

system's deterioration characteristics. [2] 

Kaiminget. all (2015)It takes more time and effort to train deeper neural networks. authorsintroduce 

a residual learning framework that streamlines the training of much deeper networks compared to 

earlier methods. Rather than learning unreferenced functions, authorsrecast the layers as learning 

residual functions that are referenced to the layer inputs. These residual networks are simpler to 

optimize and can improve accuracy with significantly more depth, as authorsdemonstrate with 

extensive empirical evidence. authorsassess residual nets on the ImageNet dataset that have as many 

as 152 layers, which is 8 times deeper than VGG nets but still less complex. [3] 
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Dr. Rashmi Agrawal et. all (2023)There are many different kinds of images and many different kinds 

of uses for them, making picture restoration and noise reduction crucial areas of study in image 

processing. Image deterioration comes in many forms, and this paper covered those, as well as 

methods for restoring damaged images and reducing background noise. Several methods were 

covered, including those in the spatial domain (mean, median, and bilateral filtering) and the 

frequency domain (Wiener and notch filtering). Adaptive filtering, approaches based on wavelets, 

and deep learning were also explored. [4] 

Fenglei Han et. all (2020) To address issues with low contrast and weakly lighted, new image 

processing algorithms are suggested, taking underwater vision features into account. For the purpose 

of marine organism recognition and classification, a deep convolutional neural network (CNN) 

approach is suggested. This method is widely acknowledged as the most efficient for detecting objects 

in motion. Due to poor underwater eyesight and constantly overlapping and shadowed objects, the 

original YOLO V3 method is not very effective for underwater detection. To address these issues, two 

methods are presented.[5] 

Axel Garcet. all (2022)In order to establish a standard against which to measure picture enhancement 

techniques, authorsoffer a pipeline in this work for creating a new dataset. In order to construct the 

dataset, authorsused an object detector to sift through existing publically available datasets for 

acceptable, uncorrupted, under- and overexposed photos. With this intermediate dataset, authorsmay 

insert the necessary artifacts into the original, corrupt-free photos, allowing us to make a matched 

dataset for reference-based testing. authorsteam of professional endoscopists evaluated this dataset 

after it had been filtered. [6] 

Kshitij Singh et. all (2021)Reliability is key when it comes to fingerprint recognition. An effort to 

comprehend the usage of fingerprint recognition as a biometric for human identification was made in 

the preceding implementation. It covers every step, from fingerprint detail extraction to comparison 

of detail, which yields correspondence rating. Various methods for fingerprint identification are 

examined and evaluated in this study. After going over these studies, a number of areas with room 

for improvement can be found. Data type, picture improvement methods, noise reduction, detail 

extraction, etc. are all examples of such factors. The system's performance and accuracy rate are 

enhanced when these aspects are advanced. [7] 

BramahHazelaet. all (2022) Authorsrecovered lung movement data from a single x-ray image in a 

matter of seconds. Further, authorscan utilize historical data to either predict or establish the current 

PCA coefficients, allowing for faster calculation. To ensure the system is effective, authorsplan to test 

it on a wider range of healthcare data. It should be noted that the system's reliability for client records 

could be enhanced with the use of more robust DIR procedures and thorough product testing. 

Additionally, it is not known if the PCA motion prototype can detect substantial variations in 

respiration rates across treatment trials and treatment segments. [8] 

Qian Du et. all (2008)Atmospheric turbulence has deteriorated image sequences, but they can be 

restored using independent component analysis (ICA). The original high-resolution image and 

turbulent sources were treated as separate entities that contribute to the degraded image. Despite the 

encouraging outcome, it is possible that source independence is not actually true in reality. The 

authors of this work suggest using dependent component analysis (DCA), a method that can loosen 

the need of independence. This situation allows for more leeway in utilizing neighboring picture 

frames, as the experimental result shows that DCA performs better than ICA. [9] 

Payal Bose et. all (2021)Neuropathy is the underlying cause of glaucoma. The eye's ganglion cells 

deteriorate. Loss of vision results from optic nerve injury caused by erosion of the enlarged eyecup. 

Finding glaucoma in its early, treatable stages is a major obstacle. A potential method for automatic 

glaucoma detection is presented in this experiment. The suggested approach aids in the accurate and 
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automated detection of many glaucoma types. For this application, ML and the Stacking Ensemble 

Method provide the most effective outcomes. [10] 

AkurathiAravindaet. all (2022)Problems with image restoration are not easy to address. Conducting 

comparisons is the main objective of this study. Despite this, every tactic has its own advantages and 

disadvantages and approaches the problem in a different way. The above explanations demonstrate 

that the understanding, requirement, and standard of the desired product control the use of the 

techniques. Condensed, discriminative, and efficient is the resultant descriptor. authorshave 

presented concrete evidence that, since this method's introduction, complexity has decreased and the 

ability to acquire extremely complicated elements has increased. [11] 

MahabubulAlamet. all (2021)Traditional deep learning (DL) finds widespread use in image 

classification. When fully implemented, quantum machine learning (QML) might completely alter the 

face of picture categorization. Conventional deep learning (DL) image classification relies on feature 

extraction by convolutional neural networks (CNNs) and decision boundary creation by multi-layer 

perceptron networks (MLPs). Both of these activities can benefit from QML models. One advantage is 

the ability to extract rich characteristics from images using convolution with parameterized quantum 

circuits (Quanvolution). Alternatively, models based on quantum neural networks (QNNs) are able to 

construct intricate decision boundaries. [12] 

Dr. Hansaraj Wankhede et. all (2023)When it came time to solve image issues like noise, blurriness, 

and low resolution, the authors turned to deep learning techniques, namely the UNet model. Intense 

training resulted in restoration accuracy ranging from 85% to 90%. U-Net efficiently collected both 

low- and high-level data while maintaining important spatial characteristics through skip links. 

However, challenges like picture complexity, dataset restrictions, and trade-offs between sharpness, 

resolution, and noise reduction make further advances probable. Research in the future might look 

into expanding the training dataset, trying out different network topologies, and adjusting 

hyperparameters in order to improve restoration results. [13] 

Puneeth Kumar et. all (2022)To extract meaningful details from images, one uses a method called 

image analysis. Picture categorization, object recognition, and image segmentation were the three 

primary types of visual analysis considered in this research. Object detection involves finding the 

rectangular borders of unique objects in an image, whereas image classification involves labeling an 

image with k various options. Texture detection and representation, an essential part of image 

analysis, is the subject of this research. authorsrun experiments on a range of synthetic and real-world 

images using a popular texture recognition method based on filter banks. In order to improve the 

algorithm's segmentation performance, authorsidentify specific cases where it fails and propose an 

alternative method. [14] 

Sowmyaet. all (2019)The likelihood of crop failure can be decreased by the efficient diagnosis and 

recommendation of therapies for plant diseases. Therefore, a farmer's economic situation improves 

with increased yield. The efficient detection of plant diseases can be achieved through the application 

of neural network algorithms such as Alexnet and image processing. The most effective method for 

creating a model is the primary subject of this article. The corrective actions are communicated in 

accordance with the categorization. It is entirely unnecessary to seek the advice of a specialist when 

using this method to diagnose a sick plant. More and more, the world is entering an age that is 

dependent on technology. It seems like every day authorsread of farmers whose crops were 

decimated by illnesses despite the use of expensive fertilizers. When it comes to therapies involving 

leaves, pomegranate is among the most delicate and expensive options in India. [15] 

SurbhiSarodeet. all (2020)Inadequate camera resolution, motion blur, noise, and other factors might 

degrade photos while they are being acquired. Work related to image restoration and enhancement 

approaches is presented in this publication. "Image Restoration" describes the steps used to restore a 
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damaged image. Among the many techniques used in image restoration include inpainting, 

denoising, and others. In order to eliminate noise, we presented a Convolutional Neural Network 

(CNN) with a Median Filter, and an Exemplar Based Inpainting Algorithm for filling in specific 

regions within images. One of the challenges in image processing is improving images. [16] 

LaythKamilet. all (2022)To automate the process of brain tumor segmentation, this novel method 

employs deep recurrent level sets and combines the benefits of both deep learning and artificial 

intelligence. In order to get perspective, we have also quickly covered the current standard models. 

By combining level sets with recurrent FCN architectures, the suggested DRLs provide a better 

solution in terms of speed, consistency, and resilience against outliers when segmenting core tumors, 

as shown by the findings. Another reason DRLs are a viable option is that they significantly boost the 

pace of brain tumor segmentation. As a result, the results reveal that the suggested approaches 

perform exceptionally well across all three tasks and are resilient enough to deal with data from 

different datasets. [17] 

L. REMAKI et. all (2003)Partial differential equation (PDE) based signal processing models have 

recently garnered a lot of attention. There have been several proposals in the literature for models that 

are progressively better based on forms of hyperbolic partial differential equations. Although these 

models produce intriguing outcomes, it would be highly beneficial to expand their use to enhance 

their effectiveness. authorsproposed model for one-dimensional signal restoration in this paper is a 

generalized shock filter. Our proposal is to discretize the model and derive a two-dimensional 

numerical scheme directly from the one-dimensional model using a space-split method. [18] 

 

4. Importance of image Restoration and Noise Reduction 

Image restoration and noise reduction are essential for improving the quality and functionality of 

images, especially in domains such as medical imaging, remote sensing, surveillance, and digital 

photography. Noise, originating from diverse causes like sensor constraints, ambient factors, or 

transmission inaccuracies, frequently diminishes image clarity and impairs the precision of image 

processing. Utilising noise reduction techniques, including filtering and deep learning-based 

denoising approaches, can enhance photos' visual quality while preserving critical features. Image 

restoration, conversely, emphasises rectifying distortions, eliminating undesirable artefacts, and 

rebuilding images to their original or near-original condition. This is especially beneficial in 

applications such as the restoration of ancient or damaged images, the enhancement of satellite 

imagery for environmental monitoring, and the improvement of medical scan accuracy for superior 

diagnosis. Efficient picture restoration and noise reduction boost visual quality and facilitate 

improved decision-making in essential fields, guaranteeing that images deliver dependable and 

accurate information for subsequent processing and analysis. 

 

5. Applications of Image Restoration and Noise Reduction 

Medical Imaging: In medical imaging, superior image quality is essential for precise diagnosis and 

treatment planning. Image restoration and noise reduction methodologies enhance image quality by 

eliminating noise and artefacts, hence facilitating accurate image interpretation (Mairal, Bach et al., 

2009). These techniques are especially beneficial in magnetic resonance imaging (MRI) and computed 

tomography (CT) scans, where noise reduction is crucial for enhancing image quality. 

Surveillance: Surveillance cameras frequently record photos under low-light situations or utilise 

subpar technology, leading to compromised images characterised by noise and blur (Zhu & Milanfar, 

2010). Image restoration and noise reduction techniques enhance the quality of surveillance 

photographs, rendering them more appropriate for identification and investigation. These techniques 
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are especially beneficial in domains like law enforcement, where image quality is crucial for suspect 

identification. 

Astronomy: In astronomy, high-resolution photographs are crucial for the precise detection and 

analysis of celestial objects. Nonetheless, images obtained from telescopes may be compromised by 

noise, diminishing their efficacy for research (Huang et al., 2014). Image restoration and noise 

reduction techniques enhance the quality of astronomical photos by eliminating noise and artefacts, 

hence facilitating the correct detection of dim objects. 

Remote Sensing: Environmental conditions, such as atmospheric haze or fog, can adversely affect 

remote sensing photographs, leading to image degradation. Image restoration approaches can 

eliminate atmospheric haze effects and enhance image quality, hence increasing their utility for 

interpretation and analysis (Tanaka & Okutomi, 2019). These techniques are especially beneficial in 

domains like environmental monitoring and catastrophe management, where remote sensing is 

crucial for information acquisition. 

Restoration of Historical Images: Historical pictures may deteriorate due to ageing, light exposure, 

or various other circumstances. Image restoration techniques can restore these photos to their original 

quality, facilitating their analysis and interpretation for research objectives (Kim et al., 2016). These 

methodologies are especially advantageous in disciplines like art history and archaeology, where 

historical imagery can yield insights into the past. 

 

6. Image restoration and enhancement techniques 

Image restoration and enhancement approaches seek to augment image quality by diminishing noise, 

refining features, and modifying contrast. Conventional approaches are categorised into spatial 

domain and frequency domain techniques. Spatial domain techniques function directly on pixel 

values and encompass histogram equalisation, contrast stretching, unsharp masking, bilateral 

filtering, and median filtering. These techniques augment contrast, sharpen edges, and eliminate 

noise, rendering images more aesthetically pleasing. Adaptive histogram equalisation (AHE) is very 

effective in addressing non-uniform illumination by improving contrast in localised areas of a picture. 

Frequency domain approaches, conversely, convert images into an alternative representation that 

facilitates more effective alterations. The Fourier Transform (FT) is frequently employed in image 

filtering, with high-pass filters accentuating edges and low-pass filters eliminating noise. The Wavelet 

Transform disaggregates pictures into several frequency components, facilitating effective denoising 

and compression. Homomorphic filtering is a technique that distinguishes between illumination and 

reflectance components, enhancing contrast and diminishing shadows. 

Advancements in deep learning have transformed picture restoration with CNN-based architectures 

that discover intricate patterns from data. Super-Resolution CNN (SRCNN) improves low-resolution 

images, whereas Denoising CNN (DnCNN) eliminates noise by detecting noise patterns and 

reconstructing pristine images. Residual Networks (ResNets), like the Enhanced Deep Super-

Resolution Network (EDSR), employ skip connections to enhance training stability and refinement. 

U-Net, initially developed for medical picture segmentation, is extensively utilised in image 

denoising and super-resolution by employing skip connections to maintain intricate features. 

Generative Adversarial Networks (GANs) have notably advanced picture restoration through the 

utilisation of a generator-discriminator architecture. SRGAN (Super-Resolution GAN) improves low-

resolution images with great fidelity, whereas Pix2Pix is employed for applications such as noise 

reduction and image-to-image translation. DeblurGAN is explicitly engineered to eliminate motion 

blur, reinstating sharpness and clarity. Recent improvements in Vision Transformers (ViTs) and Swin 

Transformers have enhanced picture restoration by effectively capturing long-range dependencies, 
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hence improving the enhancement of fine details. Models like SwinIR and Restormer surpass CNN-

based approaches in specific restoration tasks by utilising self-attention mechanisms. 

Hybrid methodologies integrating conventional techniques with deep learning have also arisen. Deep 

Image Prior (DIP) use a randomly initialised neural network as a prior for restoration, eliminating the 

need for extensive datasets. Certain methods combine directed filtering with convolutional neural 

networks to enhance details while efficiently eliminating noise. Hybrid CNN-Transformer models 

integrate the advantages of CNNs for local feature extraction and transformers for global attention, 

resulting in enhanced image processing outcomes. These developments have facilitated superior 

picture restoration across multiple domains, including medical imaging, satellite image processing, 

and digital photography. As research advances, the integration of classical and deep learning 

methodologies is anticipated to significantly improve image quality and restoration efficacy. 

 

 

7. Types of Image Restoration methods 

 
Figure:2 Types of Image Restoration methods 

Image restoration techniques seek to improve or recover compromised images by mitigating noise, 

blurring, or distortions. These techniques can be classified into spatial domain methods, frequency 

domain methods, and deep learning-based approaches. 

Spatial domain techniques function directly on pixel values to enhance image quality. A prevalent 

method is median filtering, which substitutes each pixel's value with the median of its adjacent pixels, 

thereby diminishing impulse noise such as salt-and-pepper noise. Adaptive filtering modifies its 

parameters according to local image attributes, rendering it effective for noise reduction in 

heterogeneous settings. Wiener filtering is a spatial domain technique that reduces mean square error 

by accounting for both the degradation function and noise characteristics, hence facilitating effective 

image restoration for known distortions. These approaches are direct and computationally efficient, 

however they may encounter difficulties when addressing very complicated degradations. 

Frequency domain approaches operate by converting an image into the frequency domain, usually by 

the Fourier transform, and subsequently use filtering techniques to alter particular frequency 

components. Low-pass filtering eliminates high-frequency noise by smoothing the image, whereas 

high-pass filtering accentuates fine features by attenuating low-frequency components. These 

techniques are especially efficacious for deblurring and the elimination of periodic noise, as they 

facilitate the targeted alteration of frequency components that cause distortions. Nevertheless, they 

necessitate proficiency in frequency analysis and may produce artefacts if not meticulously crafted. 

Deep learning methodologies utilise neural networks to comprehend the relationships between 

impaired and enhanced images. Convolutional Neural Networks (CNNs) are extensively utilised in 

this methodology because of their capacity to autonomously extract hierarchical information from 

photos. CNN-based models excel in image denoising, super-resolution, and deblurring, as they can 

discern complex patterns and structures that conventional approaches may overlook. These models 
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frequently surpass traditional restoration methods by effectively generalising to various degradation 

types and managing intricate distortions. Nonetheless, they need substantial quantities of training 

data and considerable computer resources for optimal efficacy. 

Each method possesses distinct advantages and drawbacks, and the selection of a methodology is 

contingent upon the nature and extent of picture deterioration, in addition to the computational 

resources at hand. 

 

8. CNN-Based Image Restoration 

Convolutional Neural Networks (CNNs) have become an effective instrument for image restoration, 

which seeks to recover high-quality images from compromised or noisy inputs. In contrast to 

conventional restoration methods that depend on manually constructed filters and mathematical 

models, CNNs utilise deep learning to discern intricate patterns and characteristics from extensive 

datasets. Through the employment of numerous convolutional layers, CNNs adeptly capture spatial 

relationships and structural intricacies, rendering them exceptionally appropriate for tasks including 

denoising, deblurring, super-resolution, and inpainting. CNNs' capacity to learn end-to-end 

mappings from corrupted images to restored ones facilitates substantial enhancements in restoration 

quality relative to traditional approaches. Moreover, sophisticated topologies, including residual 

networks (ResNets) and generative adversarial networks (GANs), significantly improve restoration 

efficacy by enhancing image details and minimising artefacts. As deep learning progresses, CNN-

based image restoration remains a vital study domain, propelling breakthroughs in areas such as 

medical imaging, remote sensing, and digital photography. 

8.1 Enhancement Techniques 

Image enhancement approaches seek to augment the visual quality of photographs by modifying 

contrast, brightness, sharpness, and other characteristics to render features more discernible. These 

techniques can be classified into spatial domain methods and frequency domain methods. In the 

spatial domain, enhancement is executed directly on pixel values using techniques such as histogram 

equalisation, contrast stretching, and adaptive filtering. Histogram equalisation improves global 

contrast through the redistribution of intensity values, whilst contrast stretching broadens the range 

of pixel intensities to boost visibility. Adaptive filtering methods, like unsharp masking and bilateral 

filtering, augment edges and diminish noise while maintaining critical details. 

In the frequency domain, transformations like the Fourier Transform and Wavelet Transform are 

employed to modify image components across various frequency levels. High-pass filtering enhances 

photos by accentuating edges and intricate details, whereas low-pass filtering diminishes noise and 

smooths images. Deep learning techniques, especially Convolutional Neural Networks (CNNs) and 

Generative Adversarial Networks (GANs), have transformed picture improvement by learning 

intricate mappings for tasks including super-resolution, noise reduction, and detail enhancement. 

These sophisticated techniques have substantial applications in medical imaging, satellite image 

processing, and digital photography, where superior visual representation is essential. 

 

9. Challenges of CNN-based methods, including computational complexity and data requirements 

CNN-based picture restoration and enhancement techniques have exhibited notable results; 

nonetheless, they present considerable obstacles, especially regarding computational complexity and 

data demands. A major challenge is the substantial computational requirements of deep CNN 

architectures. These models comprise numerous convolutional layers and millions of parameters, 

resulting in heightened processing time and memory usage. Training such networks necessitates 

robust hardware, including GPUs or TPUs, hence posing challenges for academics and developers 

with constrained resources to utilise these technologies. Moreover, real-time picture restoration is a 
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problem due to the substantial computational demands, especially in fields such as medical imaging 

and surveillance, where rapid processing is essential. Moreover, the energy consumption of deep 

learning models is a significant concern, particularly for implementation in low-power settings like 

mobile and embedded systems. 

A significant problem is the dependence on extensive, high-quality datasets for efficient training and 

generalisation. Convolutional Neural Networks necessitate substantial labelled datasets, which are 

frequently challenging, costly, and labour-intensive to acquire. In fields like medical imaging, 

annotation necessitates specialised expertise, hence complicating the process further. Furthermore, 

CNN-based models frequently encounter challenges with generalisation, demonstrating proficiency 

on particular datasets yet faltering when confronted with novel distortions or real-world differences. 

Overfitting is a phenomenon wherein models retain training data verbatim rather than extracting 

significant traits, leading to inadequate flexibility. Data bias is a significant issue, since imbalanced 

datasets can result in skewed model predictions, hence constraining their efficacy across various 

image kinds and applications. 

Researchers are concentrating on several techniques to address these difficulties. The creation of 

lightweight CNN architectures, such MobileNet and EfficientNet, seeks to diminish processing 

requirements while preserving high accuracy. Knowledge distillation methods enable the 

compression of huge models into smaller, more efficient variants with minimal performance 

degradation. Data augmentation techniques, such as synthetic data generation and adversarial 

training, boost dataset diversity and improve generalisation. Furthermore, self-supervised learning 

methodologies are attracting interest as they allow models to acquire knowledge from extensive 

quantities of unlabelled data, hence diminishing reliance on manual annotation. Hybrid 

methodologies that integrate conventional image processing techniques with convolutional neural 

networks present a viable avenue, reconciling computational efficiency with superior restoration 

quality. Addressing these problems will render CNN-based picture restoration and enhancement 

algorithms more accessible, scalable, and successful across diverse real-world applications. 

 

Conclusion  

Image restoration and enhancement are crucial for augmenting the quality and functionality of digital 

images in diverse applications, such as medical imaging, surveillance, remote sensing, and digital 

photography. Conventional methods, such filtering and wavelet transformations, have offered 

essential solutions; however, their constraints in adaptability and generalisation have prompted the 

embrace of deep learning methodologies. Convolutional Neural Networks (CNNs) have transformed 

the domain by facilitating automated feature extraction, effective noise reduction, and precise image 

reconstruction. 

Notwithstanding the progress made, issues persist around computing complexity, dependence on 

extensive datasets, and the ability to generalise to unencountered distortions. Future research should 

concentrate on optimising CNN architectures, integrating hybrid models that merge classical 

approaches with deep learning, and devising more effective training procedures to improve picture 

restoration capabilities. Furthermore, investigating nascent technologies like Vision Transformers and 

quantum machine learning may enhance performance and scalability. 

CNN-based picture restoration and enhancement approaches have shown considerable advancement, 

surpassing traditional methods in accuracy and visual quality. Ongoing developments in these 

technologies are anticipated to foster new innovations in domains necessitating high-quality image 

processing, hence enhancing decision-making and practical applications. 
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